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About this Document

These are the release notes for version 2.1.3 of NexentaEdge. This document contains the following topics:

- NexentaEdge Overview
- What’s New In This Release
- NexentaEdge Hardware Compatibility
- Upgrading from a Previous Release
- Licensing Information
- Usage Notes
- Autosupport Information
- Known Issues

NexentaEdge Overview

NexentaEdge is Nexenta Systems’ software-defined object storage system. It is designed to allow enterprises to store large amounts of object data securely, read and write that data efficiently, and add or remove storage capacity easily and inexpensively.

NexentaEdge is designed to be flexible, with support for the following protocols:

- Object protocols: OpenStack Swift, Amazon S3
- Block protocols: iSCSI, OpenStack Cinder, Network Block Device (NBD)
- File protocol: NFS

NexentaEdge is an edge-directed object storage system because decisions about how to store and retrieve data are based on information that comes from the storage gateways and data nodes themselves (the edge of the system), as opposed to software-defined rules or services running in a central location.

NexentaEdge Features

NexentaEdge offers a number of enhancements over other object storage systems. Key features of the NexentaEdge system are the Cloud Copy on Write (CCOW) storage system, Replicast communications protocol, and FlexHash dynamically updated hash allocation table. Within the NexentaEdge cluster, these features combine to provide automatic distributed deduplication, load balancing, and compression.

- Cloud Copy on Write (CCOW) allows for secure storage and efficient retrieval of data in the cluster while minimizing the network resources required for these functions.
- FlexHash allows information about server load and capacity to be taken into account when constructing the hash allocation table. For PUT operations, FlexHash maps chunks to multicast groups of servers that can store the chunk the fastest, based on the server load and capacity. For GET operations, FlexHash maps chunks to servers that can deliver the most recent version of the chunk the fastest.
• Replicast is NexentaEdge's unique technology for storing and transporting objects in the cluster. It serves as the communications protocol for the servers in the NexentaEdge cluster. Replicast uses information in the FlexHash table to determine the set of targets for PUT operations or the actual delivery server for GET operations. The result is that PUTs are directed to the least busy servers, and GETs are directed to the server that can provide the fastest response for the requested object.

See the *NexentaEdge User Guide* for information about the components that make up a NexentaEdge cluster.

**NexentaEdge Documentation**

In addition to these release notes, the NexentaEdge documentation consists of the following:

• *NexentaEdge Installation Guide* – Contains descriptions of the hardware and software components that make up a NexentaEdge cluster, system requirements for those components, and procedures for downloading and deploying the NexentaEdge software. Deployment examples show how to configure a NexentaEdge cluster to provide iSCSI, OpenStack Swift, and Amazon S3 storage services.

• *NexentaEdge User Guide* – Describes NexentaEdge features and contains information about administrative tasks for a NexentaEdge cluster, including adding new nodes and devices and configuring storage services.

• Command-line help – The tools for deploying and administering a NexentaEdge cluster, NEDEPLOY and NEADM, have help for individual commands. To list the available commands for each tool, type `neadm help` or `nedeploy help` at the command prompt on the workstation where these tools are installed.

  To display help for a specific command, type `neadm help <command>` or `nedeploy help <command>`; for example, `neadm system help` or `nedeploy precheck help`.

• NexentaEdge GUI help – The HTML help system for the NexentaEdge administrative GUI includes step-by-step procedures for configuring storage services and monitoring your NexentaEdge cluster.
What’s New In This Release

New features introduced in NexentaEdge 2.1.3 include the following:

• NFS support – NexentaEdge 2.1.3 lets you configure NFS service groups, which allows buckets to be exported as NFS filesystems. When configured for a tenant in a NexentaEdge cluster, clients see the NexentaEdge cluster as an NFS storage system.

  The object and file namespaces are shared within the NexentaEdge cluster, which allows files stored in an NFS share to be accessed as objects by OpenStack Swift and Amazon S3 clients.

• When installing a node, you can optionally install the operating system, the NexentaEdge software, and all required packages from an ISO file, rather than downloading packages from the Internet.

• Upgrade procedure for data nodes in the NexentaEdge cluster – See Upgrading from a Previous Release.

NexentaEdge Hardware Compatibility

A NexentaEdge cluster consists of a deployment workstation, gateway nodes, data nodes, and networking hardware. See the document, Configuration Guidelines for NexentaEdge, available from Nexenta Systems, for specific hardware and software requirements for each component.

Upgrading from a Previous Release

You can upgrade the NexentaEdge software running on data nodes to version 2.1.3. The data nodes to be upgraded must be running version 2.1.2 or higher. See “Upgrading NexentaEdge to the Latest Release” in the NexentaEdge Installation Guide for details.

You can determine the version of NexentaEdge installed on the Deployment Workstation by entering the following command:

$ neadm system version

System response:

NexentaEdge Version: 2.1.2-1177
NexentaEdge Build #: 1177

To determine the version of the NexentaEdge software installed on a specific node, add the node’s hostname to the command; for example.

$ neadm system version node101

System response:

NexentaEdge Version: 2.1.2-1177
NexentaEdge Build #: 1177
Licensing Information

To activate NexentaEdge, you must install a license for the product. To install a license, you need the activation key you received from Nexenta Systems when you downloaded the software.

NexentaEdge has the following types of licenses:

- **Enterprise license** – Enables all NexentaEdge features. Depending on the type of Enterprise license you purchase from Nexenta Systems, there may be limitations on the amount of time NexentaEdge can be used or the amount of storage capacity that can exist in the cluster.

  The following options are available for enterprise licenses:

  - **Trial** – Allows full functionality for 45 days after activation. After the trial period expires, you must install a perpetual or subscription license in order to keep using the product. A trial license does not have any limitation on the amount of storage in the cluster.
  
  - **Perpetual** – Allows full functionality and does not expire. For a perpetual license, you can specify the amount of storage that can be added to the cluster, either as raw capacity or usable capacity.

If you move from a trial license to a perpetual license, make sure the perpetual license allows at least as much storage capacity in the cluster as you have already deployed with your trial license.

NexentaEdge supports either online or offline license installation. See the *NexentaEdge Installation Guide* for information about how to install your NexentaEdge license.

Usage Notes

- **NexentaEdge is currently limited to using one Replicast port per node.** If redundancy is required, a bonded network interface should be used.

- **Maximum replication count is 4**

  The replication count is a read-write property and can be changed at any time on a per-cluster, tenant, bucket or object level by modifying the object’s metadata. The maximum recommended value is 4; default is 3. Note that if you change the replication count for a given level (such as a per-cluster level), it does not propagate the new replication count to objects below it.

- **Maximum recommended chunk size is 4M**

  Chunk size is a creation-only property. It can be set per object. The maximum recommended value is 4M.

- **Maximum number of LUNs per iSCSI service is 256**

  NexentaEdge can be configured with more than one iSCSI service. However, the number of LUNs each service can serve has a limitation; the maximum value is 256 LUNs.

- **For RedHat/CentOS 7.x installations, the ELRepo repository is required.**

- **To achieve best performance for largely sequential workloads, Nexenta recommends utilizing large chunk sizes (minimum 128KB) for iSCSI and NBD LUNs.**
• The Cinder driver packaged for NexentaEdge utilizes 16K as the block size for iSCSI LUNs, rather than the standard default of 32K.

Autosupport Information

The NexentaEdge Autosupport feature collects information about cluster-related processes running on each node. By default, the nodes in the cluster send the collected information to Nexenta, where it may be useful to Nexenta Technical Support personnel when troubleshooting problems with the NexentaEdge cluster and Nexenta Product Development for improving future versions of NexentaEdge.

Note that Autosupport anonymizes the information prior to sending it to Nexenta. No site-specific information, such as node IP addresses or usernames/passwords, is included in Autosupport reports.

You can optionally configure Autosupport to periodically send the information it collects to a specified destination, such as an HTTP server or an e-mail address. See the NexentaEdge User Guide for information about how to configure Autosupport and how to disable the feature if necessary.

Known Issues

This section lists known issues as of this release.

Table 1: Known Issues in This Release

<table>
<thead>
<tr>
<th>Key</th>
<th>Description</th>
<th>Workaround</th>
</tr>
</thead>
<tbody>
<tr>
<td>NED-4479</td>
<td>When using SAS media for the root filesystem on Ubuntu 16.04, NexentaEdge installation may time out and fail.</td>
<td>For NexentaEdge installations on Ubuntu 16.04, use a SATA disk for the root filesystem.</td>
</tr>
</tbody>
</table>
Resolved Issues

This section lists issues that were resolved in this release of NexentaEdge.

Table 2: Resolved Issues in NexentaEdge 2.1.3

<table>
<thead>
<tr>
<th>Key</th>
<th>Description</th>
<th>Component(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NED-4542</td>
<td>The NexentaEdge GUI allowed removal of the VIP address in an HA configuration after the iSCSI service was enabled.</td>
<td>GUI</td>
</tr>
<tr>
<td>NED-5448</td>
<td>If the correct version of Chef was pre-installed on a deployment target, NEDEPLOY aborted the deployment.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5667</td>
<td>If deployment failed, the /tmp/necheck directory was not deleted, resulting in errors if deployment was attempted again as a different user.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5668</td>
<td>Successful/non-successful deployments left the /tmp/0/ directory structure, along with copies of rt-lfs.json and ctr_0.json files.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5670</td>
<td>NEDEPLOY overwrote the system-wide /etc/yum.conf file during deployment.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5687</td>
<td>NEDEPLOY precheck used deprecated ifconfig command.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5699</td>
<td>TRLOG was not set up correctly when NTP was not configured.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5700</td>
<td>NEDEPLOY failed when NTP was not configured.</td>
<td>Deployment</td>
</tr>
<tr>
<td>NED-5721</td>
<td>Amazon S3 query-based authentication did not work.</td>
<td>S3</td>
</tr>
<tr>
<td>NED-5842</td>
<td>NFS service in a Docker container did not update following an upgrade of the NexentaEdge software.</td>
<td>NFS</td>
</tr>
<tr>
<td>NED-5881</td>
<td>Red Hat deployment attempted to run yum update rather than check-update.</td>
<td>Deployment</td>
</tr>
</tbody>
</table>